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Abstract

Research in automated planning typically focuses on the development of new or improved algorithms. Yet, an equally important but often overlooked topic is that of how to actually implement these algorithms efficiently. In this study, we are making an attempt to close this gap in the context of optimal Markov Decision Process (MDP) planning. Precisely, we present a novel cache-efficient memory representation of MDPs, which we call CSR-MDP, that takes advantage of low-level hardware features such as memory hierarchy. We evaluate the speed improvement provided by our memory representation by comparing the performance of CSR-MDP with the performance obtained by traditional MDP representation. We show that by using our CSR-MDP memory representation, existing MDP solvers, including VI, LRTDP and TVI, are able to find an optimal policy an order of magnitude faster.
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1. Introduction

Markov Decision Processes (MDPs) are used to model problems of decision-making under uncertainty. These problems involve an agent that needs to achieve an objective by executing optimal (or nearly optimal) actions among a set of applicable ones. In automated planning, a priori knowledge of a probabilistic model of the actions’ effects is assumed [1]. MDPs are also used in (Model-Based) Reinforcement Learning (RL), but in this context, a probabilistic model is typically assumed to be unknown and must be learned either through real-world experiments or through simulated experiments (using a given sampling model) [2].

Once an MDP model is known (through a priori knowledge or through learning), one generally wants to find an optimal policy, i.e., a mapping specifying which action should be executed in each state to achieve an objective with maximum reward (or minimum cost). In automated planning, dynamic programming algorithms such as Value Iteration (VI) [3] and Policy Iteration [4], are generally used to find such a policy.

Recent progresses made in planning algorithms to solve MDPs faster involve heuristic search algorithms and trial-based (sampling) algorithms. Labeled Real-Time Dynamic-Programming (LRTDP) [5] and LAO* [6] are examples of planning algorithms combining both of these ideas.

An orthogonal way to improve the running time of MDP solvers is the exploitation of advanced features and architectures of modern CPUs, including cache memory and vector (Single Instruction Multiple Data, SIMD) instructions (e.g., SSE or AVX instructions on x86 processors). Adapting existing MDP solvers to the use of the aforementioned elements can lead to substantial performance improvement, as can be seen in many problems studied by the High-Performance Computing (HPC) research community [7–9]. Over the last few years, Machine Learning (ML) algorithms have benefited from substantial performance gains due to the consideration of low-level computer architecture elements. For example, specialized floating point numbers, such as bfloat16, and specialized SIMD instructions using these number types allowed a significant speedup in many ML computations [10, 11]. Parallelism,
achieved either through CPU or GPU, and memory techniques, such as tiling, also helped
many ML algorithms solve much larger classification problems [12–14]. Since the described
techniques allowed considerable performance gains in ML, one can expect that similar ideas
applied to AI planning could lead to MDP solvers capable of tackling efficiently larger real-
world problems than currently possible.

In this paper, we show that by exploiting the memory hierarchy of modern computers,
state-of-the-art MDP solvers can run an order of magnitude faster. Our main contributions
are as follows: (1) we present a novel cache-efficient memory representation of MDP, which
we call CSR-MDP, and (2) we evaluate the performance of CSR-MDP on 3 different MDP
domains, comparing it to a traditional MDP representation when using the VI, LRTDP and
Topological Value Iteration (TVI) algorithms.

The remainder of the paper is structured as follows: Sections 2 and 3 respectively present
a quick survey of existing MDP solvers and formally define MDPs and other concepts used in
our study. Section 4 introduces our cache-efficient MDP memory representation, i.e., CSR-
MDP. We finally present our empirical evaluation in Section 5, and conclude in Section 6.

2. Related Work

Many MDP solvers are based on the Value Iteration (VI) algorithm [3], or more precisely
on asynchronous variants of VI. In asynchronous VI, MDP states can be backed up in
any order and don’t need to be considered the same number of times. One way to take
advantage of this is by assigning a priority to every state and considering them in priority
order. Prioritized Sweeping [15] is an example of an algorithm using this idea. However,
the cost of maintaining the priority queue used to control the states backup order often
cancels the potential speedup. One way to reduce this cost is to divide the states into
partitions and then to assign a priority to these partitions (instead of assigning a priority
to states). The General Prioritized Solvers (GPS) family of algorithms use such a strategy.
GPS algorithms are able to achieve two orders of magnitude speed improvement on many
MDP domains when compared to Prioritized Sweeping [16]. One downside of GPS is that
there is no general method for partitioning the states. Hence, an efficient partitioning must
be found according to specific features of the MDP domain of interest (e.g., if states represent
locations, a k-means-like partitioning can be carried out).

More recently, a general way of partitioning MDP states has been proposed for the Topo-
logical Value Iteration (TVI) algorithm [17]. TVI considers the graphical structure of the
MDP (equivalently, the structure of the graph resulting from the all-outcome determiniza-
tion of the MDP) and uses the Kosaraju algorithm to find its strongly connected components
(SCCs). TVI then runs VI on every SCC in reverse topological order. Since, by definition,
there are no cycles between SCCs, this order is optimal and every SCCs must be considered
only once [18]. TVI is orders of magnitude faster than state-of-the-art general MDP solvers,
such as LRTDP [5], BRTDP [19] and ILAO* [6], on domains containing many SCCs. Any
MDP domain containing state variables that can only change monotonically (only increase
or only decrease) will have many SCCs and be a good candidate for TVI. For example, board
games like chess have many SCCs since the total number of pieces of a given player can never
grow. One disadvantage of TVI is that SCCs can sometimes be huge (in the worst case, an
MDP includes only one SCC containing every state), and solving these SCCs with VI can
take a while. To alleviate this problem, the Focused Topological Value Iteration (FTVI)
algorithm uses a heuristic search to quickly find sub-optimal actions [17]. These actions are
then pruned from the MDP, sometimes allowing more SCCs to be found. However, FTVI
requires lower and upper-bound heuristics and the algorithm performance greatly depends
on their informativeness.
To the best of our knowledge, only one study considers (CPU) cache performance of MDP solvers [20]. The proposed algorithm, called Cache-Efficient with Clustering (CEC), subdivides the SCCs found by the FTVI algorithm into groups of states (or “clusters”) of a size that fits the L3 CPU cache memory. The step of FTVI consisting in solving an SCC using VI is transformed into a procedure that cyclically considers (i.e. solves) every cluster in the SCC until the entire SCC converges. The authors indicated that their algorithm allowed them to achieve a speedup factor varying between 2 and 8 compared to FTVI. However, as we were able to observe by studying the source code of their CEC implementation, the data structures they used (a linked list of linked lists) are not optimal for memory accesses, probably causing an overestimate of the realistic achievable performance gains provided by CEC.

Other works have considered memory caches of hard drives when MDP instances don’t fit totally in the main memory [21], but we don’t discuss them here since the problem in this case is somewhat orthogonal to our research.

3. Problem Definition

There exist different types of MDP, including Finite-Horizon MDP, Infinite-Horizon MDP and Stochastic Shortest Path MDP (SSP-MDP) [1]. The first two of them can be seen as special cases of SSP-MDP [18]. In this work, we focus on SSP-MDPs, which we describe formally in Definition 1 below.

**Definition 1.** A **Stochastic Shortest Path MDP** (SSP-MDP) is a tuple \((S, A, T, C, G)\), where:

- \(S\) is a finite set of (discrete) states;
- \(A\) is a finite set of actions;
- \(T : S \times A \times S \to [0, 1]\) is a transition function, where \(T(s, a, s')\) is the probability of reaching state \(s'\) when applying action \(a\) while in state \(s\);
- \(C : S \times A \to \mathbb{R}^+\) is a cost function, where \(C(s, a)\) gives the cost of applying the action \(a\) while in state \(s\);
- \(G \subseteq S\) is the set of goal states (which can be assumed to be sink states).

We generally look for a policy \(\pi : S \to A\), indicating which action should be executed at each state, such that an execution starting at any state and following the actions given by \(\pi\) until a goal is reached has a minimal expected cost. The expected cost of following a policy \(\pi\) when starting at a specific state is given by a value function \(V^\pi : S \to \mathbb{R}\). The Bellman Optimality Equations (Definition 2) are a system of equations satisfied by any optimal policy.

**Definition 2.** The Bellman Optimality Equations are the following:

\[
V(s) = \begin{cases} 
0, & \text{if } s \in G \\
\min_{a \in A} \left[ C(s, a) + \sum_{s' \in S} T(s, a, s')V(s) \right] & \text{otherwise.}
\end{cases}
\]

The part between square brackets is called the Q-value of a state-action pair:

\[Q(s, a) = C(s, a) + \sum_{s' \in S} T(s, a, s')V(s).\]

When an optimal value function \(V^*\) is known, an optimal policy \(\pi^*\) can be found greedily:

\[\pi^*(s) = \arg\min_{a \in A} Q^*(s, a).\]

Most MDP solvers use dynamic programming algorithms like Value Iteration (VI), which update iteratively an arbitrarily initialized value function until convergence with a given
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1 https://github.com/bonetblai/mdp-engine
line size, is usually 64 bytes on modern CPUs. Access to the fastest level of cache is usually around 3 orders of magnitude faster than access to central memory.

There are two main ways of taking advantage of cache memory and thus decreasing the memory access time: (1) data that are often used together can be packed in memory to ensure that all memory inside loaded cache lines is useful for the current computation; (2) algorithms can be modified to minimize the amount of memory accesses, e.g., by working longer with loaded data before loading different data.

In this section, we present a novel memory representation of MDP which, to the best of our knowledge, has never been described before. This representation is inspired by the Compressed Sparse Row (CSR) representation of directed graphs [24], known to yield excellent cache performance with minimal memory overhead [25]. We can classify our CSR-MDP representation as a “Structure of Arrays” (SoA) memory layout representation.

Figure 1 illustrates our MDP memory representation scheme, which we call CSR-MDP. This representation includes five arrays, \( (S, C, A, N, P) \), where:

- \([S[i], S[i+1]]\) is the interval of indices of state \( i \)'s actions;
- \(C[j]\) is the cost of executing action \( j \);
- \([A[j], A[j+1]]\) is the interval of indices of action \( j \)'s probabilistic effects;
- \(N[k]\) is the id of the state reached when the effect \( k \) of an action occurs;
- \(P[k]\) is the probability that the effect \( k \) of an action occurs.

In Figure 1, the red lines under \( S, A \) and \( C \) symbolize data associated with state \( i \). The two numbers in the red region in \( S \) represent the semi-open interval of indices in \( A \) and \( C \) corresponding respectively to state \( i \)'s actions’ effects and costs. Similarly, the blue lines under \( A, N \) and \( P \) symbolize data associated to action \( j_1 \). The two numbers in the blue region in \( A \) represent the semi-open interval of indices in \( N \) and \( P \) corresponding to action \( j_1 \)'s possible outcomes (possible neighbors and respective transition probabilities).

The arrays \( C \) and \( A \), and the arrays \( N \) and \( P \), can be respectively merged into single arrays of pairs of variables, but we chose not to do it in our implementation because: (1) we don’t always need to access both variables at the same time (and in such a case, we can double the amount of useful information in the cache by keeping the arrays separate), and (2) the eventual use of SIMD instructions in an optimized solver would require (or at least benefit from) contiguous actions' cost data or actions' probabilistic effects in memory.

Figure 2 shows an example of an SSP-MDP and its associated CSR-MDP representation. The numbers in cyan represent the cost of each action. Only one action in state 0 and one action in state 1 are non-deterministic. The numbers in magenta represent the probability of the outcomes of these actions.

The main advantage of CSR-MDP over other MDP memory representations is that in CSR-MDP all data are packed together, maximizing therefore the cache efficiency. Another
advantage of CSR-MDP is that data are stored homogeneously in separate arrays, making it easier for the programmer or the compiler to vectorize the code using SIMD instructions. Memory-wise, CSR-MDP has smaller overhead compared to the existing representations. For example, with linked lists, a significant part of memory is used to store the pointers between cells, while with hash tables, memory is wasted by empty buckets. Note that in our implementation, the elements of every array are stored in 4 bytes, since we only use 4-bytes integers (in $S$, $A$ and $N$) or 4-bytes floating point numbers (in $C$ and $P$).

Suppose we have an MDP $M$ containing $n$ states, where the average number of applicable actions per state is $m$ and the average number of probabilistic effects per action is $k$. The total memory (in bytes) necessary to store $M$ entirely in the CSR-MDP data structure can be assessed as follows:

$$MemorySize(M) = 4(n + 1) \quad (S \text{ array})$$
$$+ 4(nm) \quad (C \text{ array})$$
$$+ 4(nm + 1) \quad (A \text{ array})$$
$$+ 4(nmk) \quad (N \text{ array})$$
$$+ 4(nmk) \quad (P \text{ array})$$
$$= 8nm(k + 1) + 4n + 8. \quad \text{(in bytes)}$$

For example, to store an instance of the Single-Armed Pendulum problem (described in Section 5, where $m = 2$ and $k = 3$) containing $n$ states would require $68n + 8$ bytes.

5. **Empirical Evaluation**

In this section, we evaluate the performance of the CSR-MDP memory representation. To do so, we compare the performance of our implementation (which uses CSR-MDP) to the performance of a baseline implementation. As a baseline, we used the implementation used for the evaluation in TVI’s and CEC’s original paper [17, 20]. The memory representation used in the baseline is an Array of Structures (AoS) representation. More specifically, it consists of a linked-list of pointers to structures representing each state. This baseline is representative of the public MDP implementations available, which, to the best of our knowledge, all use an AoS MDP representation.

We compare the CSR-MDP and baseline memory representations by assessing their impact on the performance of the three following algorithms: (1) VI – the standard dynamic programming algorithm (we use the asynchronous round-robin variant), (2) LRTDP – a well-known heuristic search algorithm, and (3) TVI – the Topological Value Iteration algorithm described in Section 2. For LRTDP, we used the admissible and domain-independent $h_{\text{min}}$ heuristic, first described in the original paper introducing LRTDP [5]:

$$h_{\text{min}}(s) = \begin{cases} 
0, & \text{if } s \in G, \\
\min_{a \in A_s} [C(s, a) + \min_{s' \in \text{succ}_a(s)} V(s')], & \text{otherwise,}
\end{cases}$$

where $A_s$ denotes the set of applicable actions in state $s$, and $\text{succ}_a(s)$ is the set of successors when applying action $a$ at state $s$. The three competing algorithms (VI, LRTDP and TVI) were implemented in C++ by the authors of this paper and compiled using the GNU g++ compiler (version 11.2, with level 3 optimizations). We did not attempt to vectorize the code manually using SIMD instructions, but the compiler auto-vectorized some parts of it. All tests were performed on a PC computer equipped with a 4.2 GHz Intel Core i5-7600K Processor with 16 GB of RAM memory. For every test domain, we measured the running time of the three compared algorithms carried out until convergence to an $\epsilon$-optimal value.
function (the value of \( \epsilon \) was fixed to \( 10^{-6} \) in our study). Every domain size was tested 15 times with randomly generated MDP instances. To minimize random factors, we report the median values obtained over these 15 MDP instances.

We evaluated the performance of the VI, LRTDP and TVI algorithms on 3 different MDP domains. The first of them is the generic Layered domain described in TVI’s paper [17]. This domain is parameterized by four different parameters: \( n, n_l, n_a \) and \( n_s \), respectively describing the number of states, the number of layers, the number of applicable actions per state, and the maximum number of successor states per action (i.e., every action \( a \) can lead to \( k_a \) different states, where \( k_a \) is drawn from a uniform integer distribution in \([1, n_a]\)). Transition probabilities are uniformly sampled from possible successors. States in this domain are evenly divided into \( n_l \) layers, \( \{1, 2, \ldots, n_l\} \). A state in layer \( i \) can only have successor states in layers \( \{i+1, \ldots, n_l\} \), which means that MDPs in this layered domain have at least \( n_l \) SCCs. The second domain we considered is the Single-Armed Pendulum (SAP) domain [16]. This domain represents a two-dimensional minimum-time optimal control problem in which an agent always has two possible actions: apply a positive or a negative torque to a rotating pendulum. The objective of the agent is to balance the pendulum to the top. The state space is defined by two variables: angle \( \theta \) and angular velocity \( \omega \). Finally, the last domain we used in our evaluation is a variant of the Wetfloor domain [26]. In this domain, the state space is a square navigation grid in which cells can be in one of three levels of wetness: dry, slightly wet or heavily wet. In the grid, cells are independently chosen as wet with probability \( p \). Among wet cells, a second parameter \( q \) controls the probability of being slightly wet (\( q \)) or heavily wet (\( 1 - q \)). The agent starts in a certain position and the goal is to reach another position with a minimal number of actions. The actions are \{Up, Down, Left, Right\}. They are deterministic on dry cells. On wet cells, the actions outcome is probabilistic and depends on parameters \( r_{slightly} \) and \( r_{heavy} \). In our evaluation, we used a modified Wetfloor domain where instead of having a single square grid, we have many such grids connected to each other (intuitively, this represents many wet rooms in a house).

<table>
<thead>
<tr>
<th>Domain</th>
<th>VI</th>
<th>LRTDP</th>
<th>TVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layered (var. states)</td>
<td>5.87481</td>
<td>4.46547</td>
<td>7.91771</td>
</tr>
<tr>
<td>Layered (var. layers)</td>
<td>6.77031</td>
<td>&gt; 4.07741</td>
<td>&gt; 3.87843</td>
</tr>
<tr>
<td>SAP</td>
<td>4.36132</td>
<td>5.34032</td>
<td></td>
</tr>
<tr>
<td>Wetfloor</td>
<td>&gt; 15.3342</td>
<td>&gt; 13.812</td>
<td>12.3605</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>&gt; 8.69197</td>
<td>&gt; 2.86112</td>
<td>&gt; 6.6481</td>
</tr>
</tbody>
</table>

*Table 1. Average speedup factors obtained by every solver on every domain using the proposed CSR-MDP data structure when compared to the baseline implementation. Numbers with the ‘\( > \)’ symbol are lower bounds on the true speedup factor.*

Table 1 reports the average speedup factors provided by CSR-MDP when compared to the baseline implementation. We compare the speedups obtained on the three tested domains with every tested solver, to see if a specific solver benefits more from the CSR-MDP representation. Table 2 presents the detailed results obtained on different instances of the considered Layered, SAP and Wetfloor domains. The first four columns report the characteristics of the considered MDP instances, including the domain name, the number of states of the generated instance, the number of SCCs (we don’t count here the SCC containing only the goal state) and the size of the largest SCC. The next six columns present the median running time (in ms) obtained by the three tested algorithms (VI, LRTDP and TVI) when carried out with the baseline implementation and with our CSR-MDP implementation. Figures 3, 4, 5 and 6 illustrate the obtained results graphically. The ‘\( b \)’ and ‘\( csr \)’ subscripts in the figures denote respectively the baseline and the CSR-MDP implementations.
Figure 3. Running times (in s) for the Layered domain with varying number of states and fixed number of layers (10).

Figure 4. Running times (in s) for the Layered domain with varying number of layers and fixed number of states (1M). Both axes have a logarithmic scale.

Figure 5. Running time (in s) for the Wetfloor domain with varying number of rooms and fixed number of states (500k).
Table 2. Median running times (in ms) found for every tested domain are indicated. Fastest time for each domain instance is bolded. The symbol ‘-‘ indicates when a solver could not solve an instance within 5 minutes.

Figure 3 presents the obtained results for the Layered domain when fixing the number of layers (10) and varying the number of states (from 100k to 1M), whereas Figure 4 shows the results for this domain when fixing the number of states (1M) and varying the number of layers (from 1 to 16384). In the first case (varying the number of states), we can see that TVI is able to leverage the 10 layers which allows it to clearly beat VI and LRDTDP.
The baseline implementations are much slower than the CSR-MDP implementation in this domain. In the second case (varying the number of layers), we can additionally observe that LRTDP and TVI become slower at the level of 128 layers, which can be explained by the fact that with this number of layers, the number of states per layer (and thus the amount of memory needed to store the complete information on the states in the layer) surpasses the size of one of the three levels of cache in the CPU. The VI algorithm is not affected by this drawback since it does not considers layers. However, LRTDP is affected by it, even though it does not explicitly considers layers, because the number of layers has an impact on the search depth attained by LRTDP before it reaches a goal.

For the SAP domain, LRTDP has a lot of difficulty to find a solution in reasonable time. Two reasons can explain this fact: (1) the $h_{\text{min}}$ heuristic is not really informative for this domain and (2) the minimum number of actions needed to reach a goal in SAP’s instances is relatively high (LRTDP is known to provide better performance when the number of actions to reach a goal is small). In the baseline implementation, VI and TVI provided equivalent performance, which was expected since the SAP domain has only one SCC (all actions are reversible), and TVI basically becomes VI when there is only one SCC in the domain. Surprisingly, the CSR-MDP implementation of TVI was faster than the CSR-MDP implementation of VI, even though the computation of the single SCC (using Tarjan’s algorithm) should have caused a useless overhead. This can be explained by the fact that states in the (asynchronous) VI called by TVI are backed-up in the order they were discovered by Tarjan’s algorithm (instead of their original order in the input file). This yields a much better order since states are backed-up after their neighboring states, which maximizes the speed of propagation of the values in the state-space. About 50% less sweeps through the state-space, on average, were necessary before the value-function converged to a precision $\epsilon$.

Regarding the Wetfloor domain, we can see that as for the Layered domain, TVI was able to take advantage of the number of SCCs (rooms) in the domain when compared to VI and LRTDP. However, the baseline implementation had a lot of trouble for this domain which impacted VI, LRTDP, and even TVI. The loss in performance when the number of rooms increases is due to the way of storing the SCCs in memory in this implementation. More precisely, since the states contained in an SCC are not stored contiguously, the increase in the number of SCCs causes a considerable increase in the number of cache-misses. For this domain, VI’s and LRTDP’s performance decreases as the number of rooms increases. In the case of VI, it can be explained by the fact that when the number of rooms is high, most backups carried out by VI are useless (they propagate unconverged state-values). In the
case of LRTDP, it can be explained by the fact that a higher number of rooms generally corresponds to a larger search depth from the initial state to the goal state in this domain.

6. Conclusion

In this paper, we presented a new way of storing an MDP in memory, called CSR-MDP, which was inspired by the Compressed Sparse Row (CSR) representation of sparse graphs. Our memory representation reduces the memory overhead induced by most other representations, while packing MDP data contiguously in memory. This strategy minimizes the memory access time when solving MDPs. The results of our experiments conducted with different probabilistic planning domains indicate that the CSR-MDP representation provides an average speedup factor (over all tested domains) of 8.6, 2.8 and 6.6, when using VI, LRTDP and TVI, respectively. Our implementations, including the domains generators, are freely available online.

In the future, we plan to further consider and take advantage of the cache hierarchy of modern CPUs by developing a new MDP solver that decomposes an MDP into smaller subparts which can be considered one at a time, fitting entirely in cache memory. This could almost completely eliminate the cache misses when solving a large MDP, leading to further substantial speedups. We also plan on investigating if the proposed representation can be used in GPU-based implementations and yield further performance improvements.
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